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The Magnetized Liner Inertial Fusion concept (MagLIF) [Slutz et al., Phys. Plasmas 17, 056303

(2010)] is being studied on the Z facility at Sandia National Laboratories. Neutron yields greater

than 1012 have been achieved with a drive current in the range of 17–18 MA and pure deuterium

fuel [Gomez et al., Phys. Rev. Lett. 113, 155003 (2014)]. We show that 2D simulated yields are

about twice the best yields obtained on Z and that a likely cause of this difference is the mix of

material into the fuel. Mitigation strategies are presented. Previous numerical studies indicate that

much larger yields (10–1000 MJ) should be possible with pulsed power machines producing larger

drive currents (45–60 MA) than can be produced by the Z machine [Slutz et al., Phys. Plasmas 23,

022702 (2016)]. To test the accuracy of these 2D simulations, we present modifications to MagLIF

experiments using the existing Z facility, for which 2D simulations predict a 100-fold enhancement

of MagLIF fusion yields and considerable increases in burn temperatures. Experimental verification

of these predictions would increase the credibility of predictions at higher drive currents. Published
by AIP Publishing. https://doi.org/10.1063/1.5054317

I. INTRODUCTION

The conventional laser approach1 to inertial confinement

fusion (ICF) is to heat the outside surface of a spherical cap-

sule to generate high ablation pressures (>100 Mbars) and

implosion velocities (�400 km/s) by either direct laser heat-

ing or indirect heating with x-rays. Pulsed power offers the

much more efficient approach of using magnetic pressure to

directly drive cylindrical implosions but only to velocities of

70–150 km/s when the liner thickness is sufficient to elimi-

nate feedthrough of hydrodynamic instabilities. The high

temperatures needed for fusion can still be obtained with

Magneto-Inertial Fusion (MIF) concepts where the fuel is

magnetized to limit conduction losses and preheated before

the implosion so that very high convergence is not required.

In addition, the initial magnetic field is increased by flux

compression during the implosion to strengths sufficient to

confine the fusion products.2,3

Magnetized Liner Inertial Fusion (MagLIF)4–6 is a spe-

cific MIF concept, which is being studied at the Z facility.

The fuel (deuterium or deuterium/tritium) is contained in a

metal tube called a liner, which is magnetized by external

field coils [see Fig. 1(a)]. The liner must be long enough so

that axial transport losses are acceptable without closed field

lines. A 1 cm length is sufficient for implosions driven by the

Z machine, with a current rise-time of 100 ns. The drive cur-

rent flows axially along the outer surface of the liner and

generates an azimuthal magnetic field in addition to the ini-

tial axial field. This azimuthal field provides pressure that

drives the liner inward radially. The Z Beamlet laser,7 which

preheats the fuel to an average temperature in the range of

100–200 eV, is fired when the liner starts to move inward.

Cushions [see Fig. 1(b)] are provided inside the liner at each

end to mitigate the “wall instability,” which occurs at the

boundary between a z-pinch liner and the wall (slide

surface).

The axial magnetic field is frozen into the fuel due to the

high conductivity after preheat. Thus, as the liner is com-

pressed, the magnetic field rises to very high values (�104

T), which strongly inhibits radial electron thermal conduc-

tion loss near stagnation when the losses would be the great-

est due to the high fuel temperatures.

Numerical simulations and experiments4,8–12 indicate

that thick walled liners with an aspect ratio (AR ¼ Router/

DRwall � 6) should be robust to the Rayleigh Taylor (RT)

instability, which would break up thin-walled liner implo-

sions. Larger aspect ratios may be possible with the suppres-

sion of the electro-thermal instability,13,14 but we use the

conservative value AR ¼ 6 for this study.

Numerous experiments have been performed on the Z

accelerator,15,16 which validate the basic physics underlying

the MagLIF concept. The primary deuterium-deuterium

(DD) neutron yield is measured using indium activation17–20

samples located at three azimuthal positions at three polar

angles. A simplified MCNP (Monte Carlo N-particle)21

model of the load region is used to estimate the expected

activation as a function of neutron yield. The uncertainty in

the measurement is approximately 20% and is dominated by

the scattering environment. Typically, the variation in the

yield inferred from each of the activation samples is much

less than the uncertainty in the measurement.

Neutron yields of up to 5 � 1012 have been measured22

on MagLIF experiments. Deuterium plasma temperatures up
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to 3.0 keV have been determined by both neutron time of

flight (NTOF)20,23 and x-ray spectroscopy.24 In addition, sec-

ondary deuterium-tritium (DT) neutrons have been mea-

sured, indicating a high degree of magnetization.25 So far,

most of the experiments have been limited to low fuel pre-

heat energy (<1 kJ), low fuel density (0.7 kg/m3), modest

axial field (10 T), and low drive current (<18 MA), which

have limited the performance.

Z Beamlet was originally a prototype for the NIF laser.

It is a frequency doubled (0.53 lm) neodymium glass laser

that was moved to the Z facility to provide x-rays for back-

lighting7 for which beam smoothing is not required. The ini-

tial MagLIF experiments were performed with a 1 TW

unsmoothed beam, which had large intensity variations that

drove laser plasma instabilities (LPI). A polyimide foil is

used to contain the deuterium at the laser entrance hole

(LEH). Laser-only experiments26 using Z Beamlet indicated

that only about 10% of the approximate 2 kJ of laser energy

penetrates a 3.5 lm foil that was used in the early experi-

ments, which had yielded 1–2 � 1012 neutrons. Later experi-

ments were performed with thinner foil (�1.8 lm) and

increased yields, 2–5 � 1012. An experiment was performed

with an increased laser energy of about 4 kJ and a 1.8 lm

foil, which did not show improved yield although the laser

energy entering the fuel should have been increased. The

leading hypothesis was that the unsmoothed beam filaments

sprays outward, striking the target cushion and inducing mix

into the fuel. The benefit of increased preheat could thus eas-

ily be canceled by an increase in mix. We present simula-

tions, indicating that if mix can be mitigated, the present

yields could be significantly improved by increasing the pre-

heat but only if the initial magnetic field strength and fuel

density are also increased.

More recently, experiments using the 0.35 lm Omega-EP

(Extended Performance) laser27,28 and the Z Beamlet laser29

have demonstrated 40% energy coupling into the fuel by

using phase plate smoothing and lower laser power (0.5 TW).

Yields of 4 � 1012 have been obtained with this approach,

which delivered about 0.8 kJ to the fuel. We would like to

increase the preheat energy, but the Z Beamlet pulse is pres-

ently limited to 2 kJ at the lower powers (longer pulse length)

due to plasma closure of a spatial filter. The spatial filter will

be modified soon to allow increased preheat and consequently

higher fuel densities. Even for a low-power smoothed beam, a

large fraction of the beam is absorbed in the LEH foil. We

will describe methods to either use a very thin foil or remove

it entirely before the preheat laser pulse arrives.

Simulations indicate that increased axial magnetic field

strength is needed to significantly improve the performance.

However, maintaining x-ray diagnostic access has limited

the available coils to only allow marginal increases in mag-

netic field strength above 10 T provided for most MagLIF

experiments. Coils capable of generating fields greater than

20 T are under development and will be tested soon. The

existing coil sets affect the power feed as can be seen in Fig.

1(a), where the power feed must travel a significant distance

vertically as it passes through the lower field coil set. This

adds inductance to the feed, which adversely affects the

maximum current that the Z machine can deliver. The exist-

ing MagLIF feed and load geometry (inside the post-hole

convolute) have an inductance of 7.2 nH, which limits the

peak current to less than 18 MA. We will present alternatives

to the existing field coil design and power feed which could

produce higher magnetic fields with lower feed inductance,

thus increasing the drive current.

2D LASNEX simulations30 indicate that MagLIF could

produce high yields on future pulsed power machines,31 but

although these are detailed simulations, important physics

could be missing. We present a path that according to simu-

lations should increase MagLIF yields 100-fold on the exist-

ing machine. These MagLIF experiments will be performed

over the next several years to test these simulation predic-

tions and refine our models if necessary. The uncertainty in

projecting MagLIF performance to future pulsed power facil-

ities will be significantly reduced when simulations can

describe MagLIF performance over the large performance

space available with the Z machine.

II. NUMERICAL MODEL OF MagLIF IMPLOSIONS

The code LASNEX32 was used for all simulations

reported in this study. LASNEX solves the resistive

magneto-hydrodynamics equations and includes radiation

transport, the effect of magnetic fields on thermal

FIG. 1. The MagLIF geometry: (a) zoomed out to include field coils and (b)

zoomed in for smaller details.
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conductivity, and the transport of fusion generated particles,

e.g., a-particles. The LASNEX simulations include a circuit

model to self-consistently calculate the drive current from

the Z-accelerator. LASNEX includes non-ideal Magneto-

Hydrodynamic (MHD) terms due to the Hall and Nernst

effects, which are important to MagLIF operation4 and

detailed models of the equation of state and the electrical

resistivity for the fusion fuel (DT) and liner material

(Beryllium). The simulations were started at room tempera-

ture with the effects of joule heating on melting and vapori-

zation of the liner material included.

Inevitably, some of the liner material will be mixed into

the fuel during the implosion, which will enhance radiation

losses. A low-atomic number material is thus desirable

because radiation losses increase with the atomic number.

Furthermore, the implosion velocity of thick (AR ¼ 6) liners

is higher for a low-density material. Beryllium has been used

for all MagLIF experiments to date because it is the most

convenient low-atomic number low-density material.

Lithium is another possible candidate but less convenient

due to its chemical reactivity. Other possibilities include

composite liners with tailored density profiles to reduce the

effects of the RT instability and frozen deuterium or DT lin-

ers to remove the enhancement of radiation losses due to

mix. For simplicity, we assume beryllium liners with AR ¼ 6

for this study.

The geometry of the 2D simulations shown in Fig. 1(b)

is the same as for a previous study of MagLIF performance

on future machines.30 A uniform axial magnetic field is

applied over the entire volume of the simulation. The liner is

shown as dark gray, and the liner cushions placed inside the

liner at both ends to define the length of the imploding region

are shown as light gray. The gaseous deuterium (or deute-

rium/tritium) fuel is shown in cyan. A vacuum region (not

shown) is provided above and below the laser entrance holes.

This allows some fuel to escape during the implosion, which

is a process not captured by 1D simulations. In this study, we

do not simulate laser deposition within the fuel but simply

deliver this energy at a fixed power (typically 0.5–1 TW) to

the region shown in red. This is the most desirable region to

preheat since gas within the cushions will not be imploded

by the liner. This form of preheat will be possible using the

laser-gate concept that we will present later in this paper.

The heated region has a diameter of 1.2 mm, which is sub-

stantially smaller than the inner diameter of the liner

(4.6 mm). Consequently, the heated gas generates a blast

wave which propagates in the positive radial direction. The

timing of the preheat is adjusted so that the outward propa-

gating blast wave and the inward traveling shock wave from

the current drive reach the inner boundary of the liner at the

same time. This should minimize spall from this inside sur-

face of the liner. The path of the drive current is indicated in

Fig. 1(b).

The magnitude of the current is found by solving the cir-

cuit illustrated in Fig. 2(a). The voltage source, VS, is the

effective time-dependent open circuit voltage of the Z

machine, which rises to about 7 MV in 100 ns. This voltage

is proportional to the initial charge voltage of the Marx

generators. The effective impedance of the accelerator is

ZM¼ 0.18 X, while the time-dependent impedance of the

load ZL is determined self-consistently by the simulations.

The present Z accelerator feeds current from the water sec-

tion into four levels of magnetically insulated vacuum trans-

mission lines (MITLs) [see Fig. 2(b)]. Positive electrodes are

shown in blue, and the negative electrodes are shown in red.

These transmission lines, which connect the water/vacuum

insulator stack to the post-hole convolute, have an effective

capacitance,33 CS ¼ 8.4 nF. The transmission lines and the

post-convolute have an inductance L1 ¼ 9.6 nH. A post-hole

convolute adds the currents from these levels (A-D) in paral-

lel and delivers this current to a single feed, leading to the

load. The inductance of the feed leading to the load is L2.

Note that there is also a substantial inductance within the sim-

ulated load region, which is accounted for in the simulation.

Experiments indicate significant current losses at and

down-stream of the convolute. The amount of loss increases

with the initial inductance of the feed, LF, which is the sum

of L2 and the inductance of the load region. This is because

the voltage on the convolute is proportional to LFdI/dt. There

is evidence34 that plasma forms on electrode surfaces, lead-

ing to gap closure, and thus, we expect that ion currents

could be contributing to the loss. A detailed model of convo-

lute loss has been developed.35 This model successfully cal-

culates the convolute loss for a wide variety of loads that

have been tested on Z. In this model, the cathode surfaces

form plasma and emit electrons when the electric field

FIG. 2. (a) Equivalent circuit for pulsed power accelerators driving a

MagLIF load. (b) Schematic of the post-hole convolute used to add current

from each of the transmission line levels (a-d) and the inner feed that drives

the MagLIF load.
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exceeds 240 kV/cm. The current carried by electrons (flow

current) is determined by the formula Iflow ¼ 3
4

V2

IanodeZ2
MITL

,

where the MITL impedance is given by ZMITL ¼ 60 dMITL

rMITL

� �
X, dMITL is the gap, and rMITL is the radius [see Fig. 2(b)].

The plasma leads to a gap closure velocity of 1.1 cm/ls,

which increases the current carried by free electrons. These

electrons flow into the convolute region where some small

fraction is trapped (�3%) by the potential well generated by

ions flowing from anode to cathode surfaces. These ions

are from the material desorbed from the anode surface,

which consist largely of protons from water. The trapped

electrons can enhance ion current above the monopolar

Child-Langmuir value given by the expression Iion current

¼ 4�0

9
A

ffiffiffiffi
2q
m

q
V3=2

d2
CONV

, where A � 0.06 m2 is the ion emitting sur-

face area of the 12 posts, d is the gap between the posts and

the cathode, and q and m are the charge and mass of the

ions. The rest of the electron flow current is assumed to be

lost to the anode before reaching the load. A large gap

closure velocity (8 cm/ls) is required within the convolute

for the model to get good agreement with experiments.

Although this closure velocity can be a fitting parameter,

such high closure velocities have been observed

experimentally.34

We have developed a function based on this model,

which is called at each time step of a LASNEX simulation to

calculate an appropriate time-dependent value of the shunt

resistor, RS. Figure 3(a) plots the current delivered as a func-

tion of time to a standard MagLIF load with a 1 cm long

liner, an outer radius of 2.79 mm, and a feed plus initial load

inductance of 7.2 nH. The blue curve is the experimentally

measured current, while the green curve is the simulated cur-

rent without a convolute loss model. The red curve is

Hutsel’s detailed model,35 and the black curve is from the

new LASNEX model. Although not perfect, the convolute

loss model is a significant improvement. The dynamic hohl-

raum36 load has very low feed inductance (�3 nH) and con-

sequently obtains high peak current on Z. The load current

profiles are plotted in Fig. 3(b): the experimental curve is

blue, the Hutsel model is red, and the new LASNEX model

is black. This illustrates that the new LASNEX convolute

loss model responds quite accurately to changes in the load

inductance. Changes are larger than we propose for MagLIF

experiments.

III. SIMULATIONS OF MagLIF EXPERIMENTS THAT
HAVE BEEN PERFORMED ON Z

A. Clean 2D simulations

Most MagLIF experiments15,16 have used a feed geome-

try similar to that shown in Fig. 1(a) with an inductance in

the range of 6.5–7.2 nH, depending on the target height.

Consequently, these experiments have been driven by cur-

rent pulses that peak at 16–18 MA [see Fig. 3(a)]. Similarly,

the fuel density (0.7 kg/m3 of deuterium) and magnetic field

strength (B¼ 10 T) have not been varied in most experi-

ments. In contrast, the preheat energy has varied signifi-

cantly. The early experiments used thick LEH windows

(polyimide foils � 3 lm thick) and an unconditioned laser

beam, so the preheat energy was only about 300 J. Later

experiments used much thinner LEH windows (1.5 lm,

which is just sufficient to hold the gas reliably) and phase

plate smoothed laser beams (focal spot of 1.1 mm diameter),

which resulted in preheat energies closer to 1 kJ. Simulated

yields (a), burn averaged ion temperatures (b), pressure at

peak burn (c), burn times (d), and convergence ratios (e) are

plotted as a function of preheat energy in Fig. 4, with solid

black curves for 10 mm liners and dotted black curves for

7.5 mm liners. The data from Z are plotted as colored sym-

bols. Experimental data are plotted as blue squares for

10 mm tall targets with Be cushions, red squares for 10 mm

targets with Al cushions, black triangles for 7.5 mm targets

with Be cushions, and green triangles for 7.5 mm targets

with Al cushions. Details on the analysis assumptions are

provided in Appendix A.

The largest simulated yield is 8 � 1012, which is twice

the largest experimental yield for those experiments that

FIG. 3. Load currents are plotted as a function of time. (a) MagLIF feed

with 7.2 nH and (b) dynamic hohlraum with 2.7 nH. The blue curve is from

current monitors on a MagLIF experiment, the Hutsel simulation model

results are red, a LASNEX simulation without convolute losses is green, and

the LASNEX simulation with a new convolute model is black.
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have been performed with the same parameters as our simu-

lations. Note that higher yields have recently been obtained

with higher aspect ratio liners using improved laser preheat

protocols. A variation is observed in the experimental yields,

some of which can be explained by intentional changes to

the target design, such as a change in the target height or a

change in the cushion material. However, the observed vari-

ability in yield is not always well understood. One explana-

tion for the difference between the highest experimental

result and the simulation results is mix. Mass from LEH foil

could be driven into the fuel by laser heating. Such mix

would enhance radiation losses from the beginning of the

implosion and thus seriously affect the yield. Additionally,

stochastic effects could be introduced by uncontrolled dust

particles >100 lm which could fall onto the LEH.

Simulations37 indicate that such particles would be driven

into the fuel by laser ablation. Efforts are underway to keep

the foil clean or remove it before the preheat laser fires using

the laser-gate concept described in Sec. III B. The simulated

and experimental burn-averaged ion temperatures (4b) are in

reasonable agreement. The experimental pressures (4c) and

burn durations (4d) are less than the simulated values, which

is probably due to instabilities, leading to mix and 3D effects

that are not modeled. The averages of the experimentally

determined convergence ratios, which are large (4e), agree

reasonably well with the simulated values. The error bars for

the experimental data indicate a large variation, which is not

just shot to shot but the variation with the axial position

within each shot as is illustrated by (4f). Although the fuel

stagnation radius varies considerably (740 lmÞ with the

axial position, it is unlikely that the liner is broken up since

it is much thicker (�1000 lm). However, it is quite likely

that the conversion of liner kinetic energy to stagnated ther-

mal energy is incomplete, i.e., there is residual kinetic

energy in both the fuel and liner at stagnation. It is also pos-

sible that the hot fuel is not continuous over the full length of

the liner due to regions of highly converged liner material.

This would enhance losses from the fuel. Instability undoubt-

edly plays an important role in this stagnation morphology.

We believe that this situation could be improved by

FIG. 4. Performance parameters are

plotted as a function of deposited pre-

heat energy for a peak current drive of

17.5 MA, an applied field of 10 T, and

a deuterium fuel density of 0.7 kg/m3.

(a) Neutron yield, (b) burn tempera-

ture, (c) peak pressure, (d) burn time,

and (e) convergence ratio. The solid

and dashed black curves represent

LASNEX results for 10 mm and

7.5 mm tall targets, respectively.

Experimental data are plotted as blue

squares for 10 mm targets with Be

cushions, red squares for 10 mm tar-

gets with Al cushions, black triangles

for 7.5 mm targets with Be cushions,

and green triangles for 7.5 mm targets

with Al cushions. The stagnation

radius for a single shot is plotted as a

function of the axial position (f).
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designing MagLIF targets to have lower convergence. We

show how this can be accomplished in Sec. IV.

B. The effect of mix

Any material with an atomic number greater than 1 will

enhance radiation losses in the fuel and thus lower perfor-

mance. There are several ways that material could be mixed

into the fuel. First, the LEH window, which absorbs a signifi-

cant fraction of the laser energy, will expand rapidly and

could be injected into the fuel. This is supported by observed

cobalt spectral lines in experiments performed38 with thin

(1 nm) cobalt layers on the inside of the window. The pre-

heated fuel also forms a blast wave which could mix the

material from either the liner or the cushion. Experiments

with coatings on the cushion near the LEH confirm that the

cushion material is mixed into the fuel, and experiments

with aluminum cushions have had lower yields than experi-

ments with beryllium cushions. Finally, the interface

between the metal liner and the fuel is unstable to the RT

instability when the pressure of the fuel decelerates the liner

and spectral features of iron (a liner impurity of known con-

centration) have been observed,39 which indicate that beryl-

lium is mixed into the fuel. This mechanism exists with all

ICF approaches.

A series of 1D LASNEX simulations were performed

with an initial atomic fraction of various dopants (impurities)

in the fuel to study the sensitivity of MagLIF to mix. The

simulated yields normalized to the clean yield (pure deute-

rium fuel) are plotted in Fig. 5(a). The solid curves used the

best radiative cooling model,40 i.e., Direct Configuration

Accounting (DCA) with non-Local Thermodynamic

Equilibrium (non-LTE). The dashed curves used an LTE

model. We show both to get a sense of the dependency of

these simulations on the assumed model. In addition, we

compared the radiative power calculated for a fixed tempera-

ture plasma with dopants as calculated by the non-LTE DCA

LASNEX model against the detailed radiation code Scram,41

with good agreement. Figure 5(a) can be used to determine

the appropriate concentration of spectroscopic dopants that

can be used to diagnose the fuel conditions at stagnation. As

an example, krypton could be mixed into the fuel with a

0.001% atomic fraction (10 ppm) with an expected yield one

half of the clean yield.

Inspection of Fig. 5(a) indicates that a beryllium atomic

fraction of 2.5% should reduce the yield by a factor of 10. In

comparison, it only takes an argon atomic fraction of

0.023% to reduce the yield by the same factor. Similarly, the

yield will be degraded by a factor of 2 for a beryllium mix of

only 0.6% or a carbon mix of 0.2%. Figure 5(b) illustrates

this atomic number dependency by plotting the same data

with the scaled dopant fraction dn ¼ %dopant*[Z/4]3.

Mix from the LEH window and the upper cushion can

be introduced during the laser preheating stage as illustrated

in Fig. 6(a). The laser first heats the window material, which

expands rapidly jetting some material into the fuel. The laser

energy then penetrates the window and heats the fuel. The

heated fuel will expand radially, forming a blast wave that

will first interact with the upper cushion and then impact the

liner itself. Some material will most likely mix into the fuel

during the blast wave interaction. The fuel heating rate and

thus the blast wave strength are maximum just under the

window (tunnel region) decreasing with the distance below

the window, as indicated by the graded color in Fig. 6(a).

This results in a net flow of material from the tunnel region

into the region to be imploded by the liner. This argues that

the amount of mix could increase with laser energy, unless

these effects can be mitigated.

A two-pulse profile has been used to diminish this

behavior. The first pulse heats the window to allow expan-

sion to lower the density before the main pulse arrives.

Nevertheless, a significant fraction of the laser energy is still

absorbed by the window material, but no mix is observed.

An alternative approach is to completely eliminate the win-

dow and reduce the amount of fuel within the tunnel region

before the laser preheat pulse arrives. This concept, “Laser

Gate,” is illustrated in Figs. 6(b) and 6(c). Several microsec-

onds before the arrival of the laser preheat pulse, the window

material is weakened so that the fuel pressure of several

atmospheres breaks the window. This weakening could be

accomplished with a separate laser focused to a star pattern

on the top of the window as shown in Fig. 6(b). The window

then opens like a gate in response to the pressure of the gas-

eous fuel. The gate opening time can be estimated by calcu-

lating how long it would take for the gas pressure to push

the foil material a distance equal to the radius of the LEH.

The result is given by the expression t ¼ 1:6�10�6

ðDlRLEH

qfuel

300
T

A
4
Þ1=2

s, where Dl is the window thickness in lm,

RLEH is the window radius in mm, qfuel is the fuel density in

FIG. 5. (a) The ratio of the LASNEX calculated yield with a dopant over the

yield without a dopant (YOC, Yield Over Clean) is plotted as a function of

atomic dopant percentage. (b) The same data with the dopant scaled to

account for the difference in the atomic number Z.
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kg/m3, T is the fuel temperature in Kelvin, and A is the mass

number of the fuel molecule, i.e., A¼ 4 for deuterium and

A¼ 5 for deuterium/tritium. Once the gate opens, a rarefac-

tion wave starts propagating downward at the speed of

sound, which is cs ¼ 1020 T
300

4
A

� �1=2
m/s. The rarefaction

wave will have traveled a distance Xr ¼ 1:6ðDlRLEH

qfuel
Þ1=2

mm

when the gate has opened. The gas density within the tunnel

estimated using the similarity solution for a planar rarefac-

tion wave42 is q ¼ q0 1þ x�1
4

� �1=3
, where x ¼ zw�z

Xr
and zw is

the axial position of the window foil. Figure 6(c) illustrates

the configuration after the gate opens, and the rarefaction

wave has just reached the bottom of the tunnel. The fuel den-

sity within the tunnel is less than the undisturbed fuel, which

improves the laser energy delivery to the fuel that will be

compressed within the liner. This configuration also has the

advantage that any mix from the upper cushion will be

driven upward. The Z Beamlet laser has recently been recon-

figured so that a separate laser can be co-injected, and this

concept will be tested soon. It has already been shown that

less than 200 mJ of laser light focused in a star pattern is suf-

ficient to break polyimide foils >2 lm thick. We are pres-

ently working on simulating the laser gate opening, the

rarefaction wave propagation, and the flow of deuterium.

Iron spectral lines have been observed in MagLIF

experiments at stagnation. Iron is an impurity of known

atomic fraction (�110 parts/million) in beryllium that is

used to fabricate the liners. These data imply a beryllium

atomic fraction of about 5% at stagnation.39 Inspection of

Fig. 5(a) suggests at first that a 5% mix fraction would seri-

ously degrade the yield. There are two reasons that the

results shown in Fig. 5(a) might overestimate the effect of

beryllium mix. The first reason is that the dopants are

assumed to be mixed into the fuel before the implosion. The

second reason is that the beryllium may not be mixed uni-

formly into the fuel. This is supported by the analysis of iron

spectral line ratios, which indicate a temperature in the range

of 50%–70% of the burn temperature. Note that the iron will

have less effect on the yield than the beryllium due to the

low impurity fraction.

To study the effect of mix timing, a series of LASNEX

simulations were run with cold beryllium mixed homoge-

neously into the fuel at various times. The results are plotted

in Fig. 7 as a function of the mix time, with the zero refer-

ence time being when the laser heating ends. The time inter-

val between peak implosion velocity and peak burn is

indicated by the vertical dashed lines. If the mix is due to the

FIG. 7. The LASNEX calculated YOC with several atomic dopant concen-

trations is plotted as a function of the time that the dopant is introduced into

the simulations.

FIG. 6. A schematic of the laser-gate concept is shown: (a) The initial con-

figuration with the LEH foil at the top, (b) top view of the LEH foil with a

possible star focus pattern, and (c) the configuration after the star focus has

weakened the LEH foil, the foil has burst outward (upward) and a rarefac-

tion wave has traveled downward. The yellow trapezoid indicates the inten-

sity of the laser deposited preheat.
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deceleration RT instability, it would occur after peak implo-

sion velocity, and thus, even a 4% mix would only degrade

the yield by a factor of 2. Note that all of the curves rise to

unity when the mix occurs after the burn is over.

To study the effect of non-uniform mix, a series of

LASNEX simulations were run with cold beryllium mixed

into a layer of fuel (adjacent to the inner surface of the liner)

at peak velocity. The YOC (Yield Over Clean, yield with

mix over the yield without mix) is plotted as a function of

mix layer thickness (normalized to rpb, the inner liner radius

at peak burn) in Fig. 8(a) for several ratios of the total num-

ber of beryllium atoms over the total number of deuterium

atoms in all of the fuel. A horizontal line at YOC¼ 0.5 is

plotted for reference since the yield from 2D LASNEX simu-

lations without mix is roughly twice the best experimental

yield. A beryllium fraction of 3% mixed into all of the fuel

produces YOC¼ 0.5, while progressively higher beryllium

fractions are required for thinner mixing layers. Note that for

thin layers (<0.25), the YOC is fairly independent of the per-

centage of Beryllium because the high opacity of the layer

brings it into equilibrium with the radiation temperature

within the liner.

Iron was also mixed into the layer with a constant ratio

of one iron atom to 9100 beryllium atoms, the impurity ratio

of the experimental liners. Synthetic iron spectra were gener-

ated using the DCA non-LTE model. The line strength ratio

of the helium-like resonance to the lithium-like satellite lines

was used to infer electron temperature, similar to the analysis

of experimental spectra from MagLIF experiments. The

ratios of these inferred temperatures to the burn averaged ion

temperatures (Tfe/Tburn) are plotted in Fig. 8(b). A horizontal

line is plotted for reference to the experimentally measured

ratio of 0.7. Note that as the normalized layer thickness

approaches unity, the temperature ratio does not necessarily

go to unity because the emission of iron lines and the fusion

rate do not have the same temperature dependence. The

YOC and mix layer thickness are plotted as a function of the

beryllium percentage in Fig. 8(c), with the condition that Tfe/

Tburn ¼ 0.7. Then, applying the condition YOC¼ 0.5, we

determine a beryllium fraction of 8.5% (in good agreement

with the spectroscopic estimate of 5%) and a mix layer of

0.36.

The growth of bubbles and spikes due to the RT instabil-

ity in the nonlinear regime has been shown by Dimonte43 to

obey the simple equation hi ¼ aiAgt2, where hi is the dis-

tance that either the bubble or spike has penetrated from the

interface, A is the Atwood number, (R-1)/(Rþ 1), R is the

ratio of the densities (heavy over light), g is the acceleration

of the interface, and t is the time. For the growth of bubbles,

Dimonte gives a range of values for aB ¼ [0.04–0.07] and

gives the formula aS ¼ aBR0.34. Our LASNEX simulations

indicate that R � 8, so a ¼ (aBþ aS)A ¼ [0.1–0.18] and the

total sheath thickness is then given by h ¼ agt2. We are inter-

ested in the growth of this sheath during the deceleration of

the fuel/liner interface. This formula is equivalent to the

sheath decelerating at a fraction Fac¼ 1� 2a of the interface

acceleration. Using the LASNEX computed deceleration his-

tory, we find that a ¼ 0.1 produces a normalized mix layer

thickness h/rpb ¼ 0.36, consistent with the mix analysis pre-

sented. This falls within the range given by Dimonte and

suggests that the beryllium mixing is simply due to the

deceleration RT instability.

Intuitively, we expect that reducing the convergence

ratio will lead to thinner sheaths, and thus, the effect of

sheath mix would be reduced. A simple current driven liner

implosion model outlined in Appendix B yields a first inte-

gral of the equation of motion (EOM). The results of numeri-

cally integrating this Eq. (B1) for a convergence ratio, CR

¼ 8, are plotted in Fig. 9(a). We chose a modest convergence

to make it easier to visualize. In addition to the dimension-

less radius (black), velocity (blue), and current (green), the

free fall line is plotted (cyan), which is the trajectory of zero

acceleration extending inward from the point of maximum

implosion velocity. The difference between the interface

radius (black) and the free fall line (cyan) at maximum con-

vergence is the maximum sheath thickness, hmax, that can be

produced when Fac ¼ 0 (a ¼ 0.5). The value of hmax is plot-

ted as a function of the convergence ratio in Fig. 9(b). A hor-

izontal line is plotted at h¼ 0.36 as a reference to the results

FIG. 8. LASNEX calculated (a) YOC and (b) the ratio of the iron spectro-

scopic inferred temperature over the burn temperature are plotted as a func-

tion of the mix layer thickness for several atomic ratios of beryllium mix to

deuterium fuel. LASNEX calculated YOC and sheath thickness are plotted

(c) as a function of the beryllium mix fraction for a fixed ratio Tfe/

Tburn¼ 0.7.
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of the iron spectroscopy. LASNEX simulations indicate a

convergence ratio of 40 for the present Z experiments, which

is indicated by a vertical line. The blue curve obtained with a
¼ 0.17 (1-Fac ¼ 0.35) produces a sheath, in agreement with

our analysis of the iron spectral data. This is only slightly

larger than the previous estimates from the Dimonte analysis,

a ¼ [0.094–0.16], which supports the hypothesis that the beryl-

lium mix is due to the deceleration RT instability. Inspection

of Fig. 9(b) indicates that the mixing layer thickness could be

reduced by decreasing the convergence ratio.

The large variation in the stagnated fuel radius with the

axial position indicates that the situation is more complex

than the arguments that we have just presented. The presence

of the axial magnetic field modifies the RT instability into a

helical pattern, which is inherently 3D. Thus, a complete

analysis will require detailed 3D simulations, which is

beyond the scope of this work. The point of our analysis is to

motivate that the development of a mix layer near the liner is

plausible in that it can simultaneously explain the YOC and

the inferred temperature from the iron spectra.

The effect of deceleration RT mix could be mitigated

with an “anti-mix” layer on the inside of the liner, e.g., LiH

or frozen fuel. The ability to coat the inner surface of the

liner with a layer of LiH is under development. Ultimately,

frozen fuel (DD or DT ice) would be the best solution

because hydrogen will not increase the radiation losses. To

illustrate the effectiveness of a deuterium ice antimix layer,

the YOC is plotted as a function of mix layer thickness for

several mix fractions in Fig. 10. The mix is beryllium for the

solid curves and deuterium for the dashed curves. As can be

seen, the YOC is not strongly affected by mixing of a DT.

Furthermore, developing this technique would lead naturally

to high gain ice burning liners when machines with sufficient

drive current become available. Capsules for laser driven

ICF typically have DT ice layers, which are grown by the

process44,45 of “beta layering.” This process could be used

for MagLIF liners as well. However, at the low temperatures

needed (<18 K) to maintain solid DT, the vapor pressure

(gas density of �0.3 kg/m3) is substantially below the gas

density needed for MagLIF liners (>1.0 kg/m3). One solu-

tion is to form the ice layer and then puff gas into the liner.

We have calculated that only about 15 lm of the ice layer is

melted in roughly 40 ls it takes for this process. The details

of this process will be presented in a future publication.

We now present simulations to show how MagLIF per-

formance could be improved on the existing Z machine. We

assume that the effect of mix is mitigated by using an ice

antimix layer, and thus, these simulations will not include

the effect of mix.

IV. SIMULATIONS OF MagLIF EXPERIMENTS THAT
CAN BE PERFORMED ON Z

A. Performance with existing power feed and drive
current

A series of 2D LASNEX simulations were run to show

that MagLIF performance could be substantially improved,

without increasing the drive current, by increasing the axial

magnetic field, the preheat energy, and the fuel density. In all

the simulations, we assumed deuterium fuel, a standard

MagLIF feed with an inductance of 7.2 nH, and a beryllium

liner 1 cm in length with an outer radius of 2.79 mm and an

aspect ratio of 6 (i.e., an inner radius of 2.3 mm).

Consequently, all of these simulations had a peak current of

17.5 MA. The results are plotted in Fig. 11: (a) neutron yield as

a function of preheat energy deposited in the fuel, (b) conver-

gence ratio as a function of fuel density (at the preheat energy

that optimized yield), and (c) fuel gain (assuming DT fuel) as a

function of a generalized Lawson parameter (described later).

Each color in Fig. 11(a) corresponds to a different fuel

density, while each curve is labeled with the axial magnetic

field strength. Field strengths in excess of 30 T may be

FIG. 10. LASNEX calculated YOCs are plotted as a function of mix layer

thickness for several atomic mix ratios. The dopant is beryllium for the solid

lines and deuterium for the dashed lines.

FIG. 9. (a) Dimensionless solutions from the liner implosion model [Eq. (B1)]

are plotted as a function of dimensionless time. (b) The dimensionless maxi-

mum mix layer thickness is plotted as a function of the convergence ratio.
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impractical with external field coils, but an alternate con-

cept46,47 could produce fields greater than 50 T. The MagLIF

experiments have been performed used an initial fuel density

of 0.7 kg/m3, which is the fuel density of the black curves.

These curves indicate that the yield is increased significantly

with the increased magnetic field and that there is an optimum

preheat energy that increases with field strength. Even at the

largest field strengths, electron thermal conduction is the dom-

inant heat loss mechanism within the hot fuel. Thus, increas-

ing the field reduces losses and increases the yield. A higher

initial field also reduces the Nernst effect which advects the

magnetic field out of the central hot region. Too much preheat

increases the fraction of the initial magnetic field that is

advected out of the hot spot, and thus, there is an optimum

preheat level. Inspection of all the curves reveals that there is

an optimum density for each field strength and that the opti-

mum preheat increases with fuel density, i.e., the optimum

average preheat temperature is nearly constant (100–200 eV).4

We define the convergence ratio as the ratio of the liner/

fuel interface radii at t¼ 0 and at peak burn. Simulations and

experiments indicate convergence ratios of about 40 for the

MagLIF experiments that have been executed on Z. Images

at stagnation have a structure indicating that the hot fuel may

be filamented by a flute instability, and thus, we would like

to decrease the convergence ratio. Simulations show that the

convergence ratio is most strongly affected by the initial fuel

density as shown in Fig. 11(b). Figures 11(a) and 11(b) indi-

cate that the fuel density, an initial B-field, and the preheat

energy need to be increased for improved performance, with

modest convergence. The frequency doubled Z Beamlet laser

has a critical density of 14 kg/m3 in deuterium. LPI should

be controlled by keeping the fuel density to 1/10th of the crit-

ical density,48 i.e., a deuterium density of 1.4 kg/m3.

Inspection of Fig. 11(b) reveals that this density will only

moderately improve the convergence. If LPI becomes a

problem above this density, it may be necessary to frequency

triple, which would raise the critical density to 31 kg/m3 and

fuel densities as high as 3 kg/m3 could be used with a sub-

stantial reduction in the convergence ratio.

Procedures are being developed to allow the Z machine

to use DT fuel. In the interim, a generalized Lawson parame-

ter49,50 of the form, Xi ¼ S Tð ÞPs, can be used to determine

performance, where S(T) is given by the expression

S Tð Þ ¼ 3:17 � 105T�2:4e �19:94T�0:33ð Þ
. This Lawson parame-

ter was determined from each of the simulations shown in

Fig. 11(a). A second series of simulations were performed

with DT fuel at densities scaled by the factor of 5/4 to keep

the number density the same. The DT simulations were used

to calculate the fuel gain, which we define as the yield

divided by the maximum fuel energy without burn. The DT

gain is plotted as a function of Xi in Fig. 11(c). There is a

high correlation, so Xi can be used to calculate the DT-

equivalent fuel gain from the measurable quantities of

MagLIF experiments with deuterium fuel. This would be

corroborated by simulations with DD and DT fuel.

In Sec. IV B, we discuss how the drive current can be

increased to a MagLIF load on the Z machine. Without

improving the initial fuel conditions, this will result in

increased convergence, i.e., >40. We emphasize that

increased drive current will only improve MagLIF perfor-

mance if the initial fuel conditions are modified to keep the

convergence ratio reasonable, i.e., <40.

B. Increasing the drive current

Simulations indicate that MagLIF yields increase with

increasing drive current when the fuel conditions (density, pre-

heat energy, and B-field) are optimal. The drive current deliv-

ered by Z can be significantly increased by reducing the feed

inductance and raising the Marx charge voltage, as illustrated

in Fig. 12. This is a plot of the peak current as a function of

feed inductance for different values of the Marx voltage as cal-

culated using the LASNEX convolute loss model described in

Sec. II and fixed initial dimensions of the MagLIF load. The

optimal liner radius increases with drive current but by a very

small amount (<5%) over this range of currents.

FIG. 11. (a) LASNEX calculated neutron yields are plotted as a function to

the deposited preheat energy. The colors (black, red, green, and blue) are for

fuel densities (0.7, 1.1, 1.8, and 3.0) kg/m3, respectively. Each curve is

labelled with the applied axial magnetic field. (b) The LASNEX calculated

convergence ratio is plotted as a function of fuel density. The colors are for

different applied magnetic fields. The preheat energy that produced maxi-

mum yield was used for each point. (c) The LASNEX calculated fuel gain

from simulations with deuterium/tritium fuel is plotted as a function of the

Lawson parameter Xi described in the text.
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Most of the experiments that have been performed on Z

have used a Marx voltage of 80 kV with the standard

MagLIF feed (7.2 nH) and thus had a peak current of 17.5

MA. Figure 12 indicates that the current could be increased

by simply increasing the Marx voltage. However, this will

raise the voltage on the vacuum/water interface (stack),

which could cause the stack to breakdown early enough to

affect the current delivery or even cause expensive damage.

Reducing the feed inductance lowers the voltage at the stack,

and thus, the Marx voltage can be raised without damage.

A significantly lower feed inductance (4.5 nH) can be

obtained with the modification of the field coils as shown in

Fig. 13. This results in a drive current of about 21 MA by

assuming a Marx charge voltage of 90 kV. Even higher cur-

rents will be possible using the AutoMag concept,46,47 which

removes the need for field coils altogether. The field is gen-

erated by a helical composite liner using the early part of the

drive current. Without field coils, the feed inductance can be

further reduced to 3.5 nH. Simulations with the convolute

loss model indicate a peak drive current of 22.6 MA for a

Marx charge of 95 kV.

Figure 14(a) is a plot of the simulated yields as a func-

tion of the initial axial field for the three feed inductances

and peak drive currents. The fuel was assumed to be deute-

rium/tritium at a density of 1.87 kg/m3, which is approxi-

mately 1/10th of the critical density for the existing

frequency doubled Z Beamlet laser. The preheat energy was

FIG. 13. A schematic of a new field coil design allowing a low feed

inductance.

FIG. 12. LASNEX calculated currents using the convolute loss model are

plotted as a function of the initial inductance for several values of the Marx

charge voltage.

FIG. 14. LASNEX calculated (a) fusion yields, (b) fuel gain, and (c) conver-

gence ratios are plotted as a function of the initial axial magnetic field for

several values of the initial feed inductance. A preheat of 6 kJ into a deute-

rium/tritium fuel at a density of 1.87 kg/m3 was assumed. (d) The fuel gain

plotted as a function of the Lawson parameter.
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assumed to be 6 kJ, which the Z Beamlet could provide with

some modest modifications. The yields vary by more than a

factor of 100, which indicates that considerable MagLIF

scaling information is obtainable on the existing Z machine.

The fuel gain shown in Fig. 14(b) has a similar variation and

can exceed unity by a significant margin. The fuel gain is

plotted as a function of the generalized Lawson Parameter in

Fig. 14(d). This plot would allow MagLIF experiments with

deuterium fuel to be scaled to a DT equivalent fuel gain. The

convergence ratios plotted in Fig. 14(c) vary from 30 to 40

for magnetic fields that can be produced by external field

coils (<30 T). One might expect good agreement between

simulated and experimental yields when the convergence

ratio is modest. Experiments will be possible to determine if

there is a maximum convergence ratio above which the sim-

ulations and experiments disagree. Dielectric coatings on the

outside surface of MagLIF liners have been shown to

improve the stability of the implosion13,14 by inhibiting the

electro-thermal instability. Such coatings may allow MagLIF

liners to be imploded to higher convergence ratios without

performance degradation. If it is found that, even with coat-

ings, the convergence ratio is too high to take advantage of

the highest current that can be delivered by the Z machine,

the convergence ratios can be reduced by going to higher

fuel densities. Figure 15 shows the same information as Fig.

14 but with a fuel density of 3.75 kg/m3, which corresponds

to 1/10th critical for a frequency tripled laser. The preheat

energy was assumed to be 4 kJ to account for losses in con-

verting frequency doubled to frequency tripled light. The

convergence ratios are reduced but so are the yields and

gains due to the lower preheat energy. It must be remem-

bered that Z Beamlet was built to provide x-ray backlighting

and not as a preheat source for MagLIF. However, it has

been used successfully to demonstrate the principles of

MagLIF and is sufficient to provide considerable scaling.

We performed an additional set of simulations by assum-

ing a fuel density of 3.75 but increasing the preheat energy

above what could be provided by Z Beamlet. The fusion yields

are plotted as a function of the preheat energy in Fig. 16(a),

FIG. 15. The same as Fig. 14, but the fuel density was 3.75 kg/m3 and the

preheat energy was 4 kJ.

FIG. 16. LASNEX calculated (a) fusion yields and (b) convergence ratios

are plotted as a function of the fuel preheat for several values of the initial

axial magnetic field. The fuel density was 3.75 kg/m3. (c) The fuel gain plot-

ted as a function of the Lawson parameter.
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the convergence ratios are plotted as a function of the fuel pre-

heat energy in Fig. 16(b), and the fuel gains are plotted as a

function of the Lawson parameter in Fig. 16(c). The small

symbols are for simulations with less than 60% of the opti-

mum preheat. The results indicate a substantial improvement

in MagLIF performance at higher preheat energies if axial B

fields greater than 30 T can be provided. This might be possi-

ble with the AutoMag concept.

V. DISCUSSION AND CONCLUSIONS

We have compared the results of 2D LASNEX simula-

tions of MagLIF to the experiments that have been per-

formed on the Z machine. These calculations, which

included a model of the current loss at the convolute, have

simulated drive currents, in good agreement with the mea-

sured currents. The simulated neutron yields are roughly

twice the best experimental results, i.e., YOC � 0.5.

Spectroscopic measurements indicate that the material from

both the LEH foil and the beryllium liner is mixed into the

fuel before stagnation. Note that the LEH material could be

mixed into nearly all of the fuel early in the implosion, while

the liner material is probably mixed into a sheath during

deceleration. We presented simulations of the yield degrada-

tion from various materials mixed into the fuel and showed

that the effect is proportional to the cube of the atomic num-

ber. The mix from the LEH foil depends on the laser heating

pulse shape and intensity, and it could be completely elimi-

nated by using the Laser-gate concept. The beryllium mix is

most likely due to the Rayleigh-Taylor instability during the

deceleration of the liner by the fuel pressure. The liner mix

is estimated from the iron impurity within the beryllium. The

temperature inferred from the iron spectra is 50%–70% of

the burn temperature inferred from neutron time of flight.

We have used a ratio of 70% and YOC¼ 0.5 to determine

that the fuel layer mixed with beryllium has a thickness of

�0.36 of the liner interface radius at peak burn and the total

number of beryllium atoms mixed into the fuel is about 8.5%

of the initial fuel atoms. Note that we used the higher ratio of

the temperatures since this would imply a larger mix layer.

A simple model of a magnetically driven liner has been pre-

sented, which showed that the maximum thickness of the

mix layer due to the deceleration RT instability increases

monotonically with the convergence ratio and that our

inferred mix layer thickness is consistent with published

models of the nonlinear growth of the RT instability. We

presented simulations showing that coating the inner surface

of the liner with deuterium or DT ice would mitigate the per-

formance degradation due to mix.

We then presented simulations, indicating that yields

much larger than have been produced so far on Z could be

obtained without increasing the drive current, just by increas-

ing the fuel density, preheat energy, and magnetic field.

Lower convergence ratio implosions are more robust to drive

asymmetries and the RT instability. These simulations indi-

cate that the convergence ratio is most affected by the fuel

density. We then showed that the DT equivalent fuel gain

can be determined from deuterium experiments using a gen-

eralized Lawson criterion.

Further improvements to the yield could be obtained by

increasing the drive current. We presented simulations using

the convolute loss model which indicate that higher drive

currents are possible by lowering the initial feed inductance

and raising the Marx charge voltages. A field coil and feed

design are presented, which would increase the applied mag-

netic field and reduce the feed inductance. We then presented

simulations of MagLIF performance as a function of the

applied magnetic field with several values of the feed induc-

tance, Marx voltage, and two values of the fuel density.

A preheat energy of 6 kJ was assumed for the lower fuel

density cases (1.87 kg/m3). This is about the energy that the

existing Z Beamlet laser could produce with green light.

High yields (�100 kJ for DT) and fuel gains are indicated,

but the convergence ratios are high (�40). Higher fuel den-

sity implosions would have lower convergence ratios, but

Laser Plasma Instabilities could be a problem unless Z

Beamlet was converted to blue light. This would lower the

available laser energy to about 4 kJ. Simulations indicate not

only lower convergence ratios but also a substantial reduc-

tion in yield and gain due to the lower preheat energy, which

suggests that a laser upgrade would be desirable.

Simulations indicate that substantial yield improvements

should continue up to preheat energies of 10–20 kJ.

The results presented indicate that significant scaling of

the MagLIF concept could be explored on the existing Z

machine and plans are underway to test these predictions.

Experimental confirmation of this predicted scaling on Z

would reduce the risk of scaling to a future machine.
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APPENDIX A: UNDERSTANDING MagLIF
EXPERIMENTAL CONDITIONS

The four key inputs in MagLIF are the applied B-field,

laser energy deposition, initial fuel density, and load current.

The load current measured by B-dot monitors is in good

agreement with a circuit model,35 which was adapted into

LASNEX. The applied axial B-field is measured using a B-

dot loop just above the applied B-field coils.51 The laser

energy deposited in the fuel is not measured directly, but the

energy exiting the laser is measured on each experiment. A

method to approximate the energy deposition in the fuel is

based on this measurement, and an energy balance was

developed. The method accounts for (1) energy lost due to

imperfect optics between the laser and the target, (2) energy

absorbed in the laser entrance hole foil, which is used to
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retain the fuel, (3) energy backscattered due to stimulated

Brillouin backscattering, and (4) energy scattered outside of

the incident beam cone but retained within the fuel.

Experiments conducted in a separate target chamber29 were

used to estimate points 2–4. This analysis assumes that the

energy lost to stimulated Raman scattering is small com-

pared to the other losses and that the energy lost to the foil

does not significantly change when a 10 T field is applied.

The uncertainty in the estimate represents 61 sigma based

on the uncertainty in (1) the optical chain transmission, (2)

the beam spot size, (3) the laser entrance hole window thick-

ness, (4) the transmission dataset, and (5) the stimulated

Brillouin backscatter dataset.

Several key parameters were used to evaluate the experi-

mental stagnation performance. The main measurements

were primary neutron yield, ion temperature, burn duration,

and plasma radius. These stagnation conditions were inferred

using a series of x-ray and neutron diagnostics, which are

typically fielded on all MagLIF experiments.

The primary deuterium-deuterium neutron yield has

been described. The burn-weighted ion temperature is deter-

mined using a forward-fit in time-space to the neutron time of

flight (NTOF) spectrum. Approximately, the first two-thirds

of the peak is used to infer the temperature; the late-time data

are ignored due to significant neutron scatter broadening.

While up to five NTOF spectra are recorded on each shot, the

front detector at the line of sight 270 has the best collimation/

cleanest signal. The Ballabio model23 is used to determine

the ion temperature from this spectrum. Similar to the activa-

tion measurement, the uncertainty in the ion temperature

measurement is 20% and is dominated by neutron scattering.

The Z facility does not have a true burn duration diag-

nostic, but simulations indicate that the x-ray emission

duration is a good surrogate for the burn duration, and

thus, the full-width at half-maximum of the experimental

x-ray diode traces was used to estimate the burn duration.

The x-ray duration was measured using Photo Conducting

Detectors (PCD) and SiDs52 with various x-ray filters. No

significant difference in the width was observed between

soft-filtered channels (2–5 keV) and hard-filtered channels

(10–15 keV). The uncertainty in the burn duration approxi-

mation is given by the standard deviation in the widths

determined from up to six diodes in each experiment.

The convergence ratio was approximated using a time-

integrated spherical crystal image.53 A convolution of the

instrument point-spread-function and an assumed plasma

profile were forward-fit to the experimental data to estimate

the plasma radius. Based on simulations, the plasma pressure

was assumed to be constant with a radial temperature profile

of T rð Þ ¼ Tpeak½1� ð1� TRAD

Tpeak
Þn4�, where Tpeak is the temper-

ature on axis, Trad is the temperature at the edge of the

plasma (assumed to be 0.1Tpeak), and n is the radial position

in the plasma normalized to the plasma radius. A fixed Tpeak

consistent with the measured burn-weighted Tion was

assumed, and at each axial location, the plasma radius was

determined. The mean plasma radius and the plasma volume

were calculated based on the radius as a function of the axial

position. To check for sensitivity to the model, the

calculation was repeated for temperature at Tion 61 sigma

and with the radial position exponent set to 3 and 5. The

change in the mean plasma radius with these variations was

much smaller than the variation in the plasma radius over the

height of the stagnation column. The convergence ratio is

given as the initial fuel-liner boundary (2.325 mm) over the

mean plasma radius with the uncertainty dominated by the

axial variation in the plasma radius. Note that the crystal

imager was not successfully fielded on all experiments, so the

convergence ratio and plasma volume could not be determined

for all experiments.

The plasma pressure was estimated by assuming the

same isobaric model as in the convergence ratio calculation.

The mix fraction was assumed to be uniformly 3 6 2% with

an effective atomic number of 5. Given the burn-weighted

ion temperature, burn duration, and plasma volume, the

plasma pressure was determined by matching the primary

neutron yield. The uncertainty in the pressure inference is a

combination of the uncertainty in the ion temperature, burn

duration, plasma volume, and primary neutron yield. The

plasma pressure could not be estimated for the experiments

in which the plasma volume was not determined.

APPENDIX B: A SIMPLE LINER IMPLOSION MODEL

Assuming that the liner is of infinitesimal thickness, the

implosion trajectory is given by the equation M d2r
dt2 ¼ 2prLP,

where r is the liner radius, M and L are the liner mass and

length, P is the sum of the internal gas pressure, PG, and the

exterior magnetic pressure, PM. Due to the preheat and slow

implosion velocity of MagLIF liners, the gas pressure is

given approximately by the simple formula PG ¼ P0ð qq0
Þc.

After preheat, the deuterium or DT fuel will no longer be

diatomic, so c would be 5/3 for an adiabatic implosion. In

practice, there is significant loss of energy during the implo-

sion due to both thermal conduction and radiation, which can

be approximately accounted for by using a reduced value of

c. Choosing the mathematically convenient value, c ¼ 1.5,

ignoring gas losses out the ends of the liner, and forcing the

gas pressure to be zero until the liner starts to implode, we

obtain PG ¼ P0 x�2 � 1½ �, where x¼ r/r0, r0 is the initial

radius of the liner. The magnetic pressure is given by the

expression, PM ¼ � l0I2

8p2r2, where the drive current, I, is a

function of time. We choose the specific form

I2 ¼ 1:5
ffiffiffi
3
p

x 1� xð Þ1=2
I2
0, which has the important features

of realistic current profiles, namely, it starts at zero (x¼ 1),

rises to the maximum I0 (x¼ 2/3), and then falls. Combining

these equations, we obtain the equation of motion (EOM),

d2x
dt2 ¼ AM½Q x�2 � 1ð Þ � 1� xð Þ1=2�, where AM ¼ � 3

ffiffi
2
p

Ll0I2
0

8pr2
0
M

and Q ¼ 2pP0

AM
. We set Q¼ 0 and integrate the EOM twice

to obtain a reference implosion time t0 ¼ ð 12
AM
Þ1=2

, which we

use to define a dimensionless time variable, s ¼ t
t0
. The EOM is

then put into the dimensionless form d2x
ds2 ¼ €x ¼ 12½Q x�2 � 1ð Þ

� 1� xð Þ1=2�. The first integral is

_x ¼ � 24 Q 2� x� 1

x

� �
þ 2

3
1� xð Þ3=2

	 
� �1=2

: (B1)
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The velocity goes to zero at the minimum value of x defined

to be xn, which is the reciprocal of the convergence ratio

CR.Q is related to xn by the expression Q ¼ � 2 1�xnð Þ3=2

3 2�xn�1=xnð Þ.
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